
The IPSL runs highly complex climate simulations upon a heterogeneous set of isolated HPC environments.  
A distributed messaging platform is radically enhancing the power of the IPSL simulation runtime 
environment.  Simulation control, monitoring, metrics, documentation & data related messages are published 
to a message broker for processing.  Machine intelligence is thus enhanced & the system becomes adaptive. 
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